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THE ANDERSONS: GENETH

The Ethical Robot: https:/[www.youtube.com/watch?time_continue=230&v=pajCoSTGuvas




maximize honor commitments

maximize maintain readiness
minimize harm to patient
maximize good to patient
minimize non-interaction

maximize respect autonomy

maximize prevention of immobility

AHonor_Commitments >= -1 A APersistent_Immobility >= 2
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AHonor_Commitments >= -1 A AHarm >= 1 A AGood >=-1 A
APersistent_Immobility >= 0
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AHonor_Commitments >= 1 A AMaintain_Readiness >= -3 A
AHarm >= 0 A AGood >= -1 A APersistent_Immobility >=(
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AHonor_Commitments >= 0 A AMaintain_Readiness >= -3 A
AHarm >= 0 A AGood >= -1 A ARespect_Aulonomy >= 1 A
APersistent_Immability >= 0
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AHonor Commitments >= 0 A AMaintain Readiness >= -3 A
AHarm >= 0 A AGood == -1 A ANon-Interaction >= 1 A ARe-
spect Autonomy >= 0 A APersistent_Immability >= 0
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AHonor_Commitments >= 0 A AMaintain_Readiness >= -3 A
AHarm >= 0 A AGood >= 1 A ANon-Interaction >= 0 A ARe-
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AHonor_Commitments >= 0 A AMainlain_Readiness >= -3 A
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Moral/Ethical Stack
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AN AKRATIC ROBOT




V. h <now <t =
B(I.now, holds(harmed(a,1"),1;))
—
D{I.now, holds(disable(1".a).t2))

B(I, now.Ya.t : O(I’ holds(custody(a,1”),t).

happens(action(1”, refrain(harm(a))). t))),
K(I,now, holds(detainee(s),now)),
K(l.now. holds(detainee(s).t) = holds(custody(s.1").t))
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Figure 16. The final weapon release position selected by the ethical
governor. This position ensures that all ethical constraints are satisfied
and civilian causalities are minimized while maximizing the chance of
targel neutralization.




Trial 2

WINFIELD'S ETHICAL ROBOT

Winfield et al. 2014. Towards an Ethical Robot: Internal Models, Consequences and Ethical Action Selection. In Advances in
Autonomous Robotics Systems, LNCS 8717, 85-96.




UTILITY FUNCTIONS
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ETHICAL POLICIES

« We have a set of ethical concerns which we rank: killing is
worse than stealing is worse than lying.

A plan, P1, is worse than another, P2, if
e P1 violates an ethical concern and P2 doesn’t

« The worst concern violated by P2 and not by P1 is less
serious than the worst concern violated by P1 and not P2

» The worst concerns are equally bad, but P1 violates
more concerns than P2 does
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¢, = do not damage own aircraft (1),

¢, = do not collide with airport hardware (2),
¢3 = do not collide with people (3),
¢4 = do not collide with manned aircraft (4).




BENTZEN AND
LINDNER'S
HERA
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Immanuel: An Ethical Robot
The HERA Project: http:/[www.hera-project.com



TumOnVG w0, Goal:MomW atchesTV TumOnVG&RemindMom u:0, Goal:MomWrapsPresents

ChildPlays u:-1, Child(-)

ChildQuiet u:0 MomReminded u:0
MomWaitchesTV u:+3, Mom(+) MomWrapsPresents u:+2, Child(+)
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