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What is machine learning

® How We humans L

nderstand leaming: an agent is learning If it

oerformance on Tu
e \Vnat Is learning In

® superviseo

ure tasks after making observations about t
Al

leamning

® nsupervised leamning

® (combinations of the above two)

® rcinforcement learmning

mproves Its

ne world.



Step back to knowledge representation (KR)

Input Attributes Goal
Example
Alt | Bar | Fri | Hun| Pat | Price| Rain| Res | Type Est WillWait
X1 Yes | No| No | Yes | Some| $$$ | No | Yes | French | 0-10 || y; = Yes
X2 Yes | No| No | Yes | Full $ No | No Thai 30-60 | y2 = No
X3 No | Yes| No | No | Some $ No | No | Burger| 0-10 || y3 = Yes
Xy Yes | No | Yes | Yes | Full $ Yes | No Thai 10-30 || yq4 = Yes
A m u t e r b X5 Yes | No | Yes| No | Full | $$$ | No | Yes | French | >60 ys = No
a C Xg No | Yes| No | Yes | Some | $$ Yes | Yes | Italian | 0-10 || ye = Yes
X7 No | Yes| No | No | None $ Yes | No | Burger | 0-10 y7 = No
a Xg No | No| No | Yes | Some | $$ Yes | Yes Thai 0-10 || ys = Yes
O 1 O X9 No | Yes | Yes | No | Full $ Yes | No | Burger | >60 Y9 = No
X10 Yes | Yes | Yes | Yes | Full | $$$ | No | Yes | Italian | 10-30 || y10 = No
b X1t No| No| No| No| None| $ | No| No| Thai | 0-10 | 111 =No
O O O X192 Yes | Yes | Yes | Yes | Full $ No | No | Burger | 30-60 | y12 = Yes
Ta p e Of I nﬁ n |te I e n g t h C O ‘I O Figure 18.3  Examples for the restaurant domain.
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data is an individual fact, statistics, or item ot Information
digital data is data that can be created by a computer

structured data is data that is organised in a way that makes it easy for processing
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Factored representation

real world to data
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https://en.wikipedia.org/wiki/Iris_flower_data_set

— Length
O Animate
O1 Scent

N

— Width

NY Colour

P

“In machine learning, a feature is an individual measurable property or characteristic of a phenomenon being
observed” Bishop



real world to data

https://en.wikipedia.org/wiki/Iris_flower_data_set

Factored representation
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“In machine learning, a feature is an individual measurable property or characteristic of a phenomenon being

observed” Bishop
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Factored representation

real world to data

https://en.wikipedia.org/wiki/Iris_flower_data_set
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“In machine learning, a feature is an individual measurable property or characteristic of a phenomenon being
observed” Bishop
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Factored representation

real world to data

https://en.wikipedia.org/wiki/Iris_flower_data_set
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Factored representation

real world to data

https://en.wikipedia.org/wiki/Iris_flower_data_set

A
First five columns of data: . I %
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S= 353
(5 36 14 0] 2,1,1,0,9

“In machine learning, a feature is an individual measurable property or characteristic of a phenomenon being
observed” Bishop
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Factored representation

real world to data

https://en.wikipedia.org/wiki/Iris_flower_data_set
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“In machine learning, a feature is an individual measurable property or characteristic of a phenomenon being
observed” Bishop
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Factored representation

real world to data

https://en.wikipedia.org/wiki/Iris_flower_data_set
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“In machine learning, a feature is an individual measurable property or characteristic of a phenomenon being
observed” Bishop
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Factored representation

real world to data
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Factored representation

real world to data

https://en.wikipedia.org/wiki/Iris_flower_data_set
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“In machine learning, a feature is an individual measurable property or characteristic of a phenomenon being
observed” Bishop
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Factored representation

real world to data

https://en.wikipedia.org/wiki/Iris_flower_data_set
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“In machine learning, a feature is an individual measurable property or characteristic of a phenomenon being
observed” Bishop
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Factored representation

real world to data
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“In machine learning, a feature is an individual measurable property or characteristic of a phenomenon being
observed” Bishop



Even behind data there (should be) humans

 Feature engineering is the process of usi

create features that make machine learnir
your data best for a particular application

ng domai

g algoritr

N knowledge of the data to
ms work. Also: how 1o represent

* [n machine learning more Is not better, sometimes it Is just more

* Feature extraction is the process of transforming the initial measured values Into
features. EQ: remove redundancy, transform data type, bundle together

* \What works best in ML: continuous features. In the wild: categorical (discrete) features



Supervised learning

e (Given: a set of input-output pairs

e | earned: predicting output for given input

Iris setosa B o Iris virginica

t t

output output output

e Supervised learning involves “observing” several examples of a random vector x and an associated

value or \vector y| then “learning” to predict y from Xx:

output
- by estimating p(y|x)

- by estimating F(x) = y

e o understand the above a background is needed in linear algebra and probability theory



Linear algebra

» Algebra - the study of (mathematical) structures and the rules for manipulating these structures

* Linear - special types of structure

constant

constant l

no power for variables 1f x% would

constant — a/]_ a{]_ R aniﬁn — b be allowed at [east once we call (f
quadratic

variable variable

https://www.desmos.com/calculator



Linear algebra

4

) structures and the rules for

constant

constant l

-4+ a,xr, =0b

T

variable

https://www.desmos.com/calculator

2x=4

Manipulating these structures

no power for variables 1f x% would
be allowed af [east once we call if

quadratic



Linear algebra

4

2x=4

) structures and the rules for manipulating these structures

bias

constant l

-4+ a,xr, =0b

T

variable

https://www.desmos.com/calculator

no power for variables 1f x% would
be allowed af [east once we call if

quadratic



Linear algebra

» Algebra - the study of (mathematical) structures and the rules for manipulating these structures

* Linear - special types of structure .
constant lfS

no power for variables 1f x% would

constant — a/]_ a{]_ R aniﬁn — b be allowed at [east once we call (f
quadratic

variable variable

e Scalar - single number
* \ector - array of numbers.
* An array is a container object that holds a fixed number of values of a single type.

https://www.desmos.com/calculator



Vector, matrix, tensor

Vector Matrix

. e Matrix 1s a two dimensional array of numbers.
* |n a vector the scalars are arranged in an order. y

* We can identify each number in a matrix by two

* We can identify each number by its index. .
indices.

* \ector notation - bold small case. Eg. x

* Matrix notation - bold uppers case. Eg. A

L1 A1,1,A1,2, T ,A1m
L2 A2,17 A2,27 T 7A2m

Ln _An,laAnQv'” 7An

m



Tensor

..you know..like in TensorFlow

* Tenstoris an array of numbers arranged on a
regular grid with a varian number of axes.

e An n-ranked tensor has n iIndeces.

* Used to describe a matrix of values together
with how those values are transformed by
some function




Tensor

..you know..like in TensorFlow

Horizontal Slices Lateral Slices Frontal Slices

Column (Mode-1) Row (Mode-2)  Tube (Mode-3)
Fibers Fibers Fibers

Figure 2: A 3rd-order tensor X € R'*/*X, with entries x; j; =



Conditional probability

» (Conditional probability is the probability of some event vy, given that some other event x has
happened p(y|x).

_ p(y,z)
ply | ) = ()



Back to supervised learning

* Given a training set of N example input-output pairs (x1,v1), (X2,y2),...,(XN,YN)
where each y; was generated by an unknown function y=f(x), discover a
function nh that approximates the true function f.

ot

* Why discover a function h that approximates the true function f. Why not 1
directly?



Unsupervised learning

no output available, only input

e [ypes: C

* Find patterns in the input (alt
feedback is su

ustering, data trans
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oplied = no correct answer)

‘ormations (eg
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Unsupervised learning

no output available, only input

FERFRINATIR AN TN

e Find patterns in the input (although no explicit o ° ¢
feedback is supplied = no correct answer)

e Types: clustering, data transformations (eg ° o
visualisation), density estimation .




Reinforcement learning

* An agent takes actions in an environment and observes the rewards
(positive utility) and punishments (costs = negative utility). Identify a
strategy (which action to take in which situation, also called a policy)
that maximises a reward function how to maximise an objective
from a series of reinforcements - rewards and punishments

e Relies on Markov Decision Processes as a formalism

Head up LED Dlsplay

The parasitic robot is mounted on the of the turtle. It induces the turtle to move to the waypoint by using a heads-up
LEde/y s well as rewardin gthtt/ Source: KAIST
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Reinforcement learning

why (relatively) limited to games?

* [he world Is huge and unpredictable

* [housands of trials and errors are needed to be run for a good strategy to be
found. Not all of them safe

* Finding a good objective function (what to reward and what to punish) is difficult.



BEHOLD! | AM THE GENIE WHAT IS THY

OF THE LAMP, AND | FIRST WISH?
HAVE COME TO GRANT

Rel nfo YOU THREE WISHES!! MORE WISHES!

why (relat Q} { ‘i

e [he world Is

A GENIE CAN ONLY
* [Thousands Ol GraNT THREE WISHES. 0 be

fOurd NOJ[ 3 THIS IS THE LAW.
MORE GENIES'

* Finding a go« difficult.

Cyanide and Happiness © Explosm.net o



Agents in Al

An entity that acts in an environment.

Abilities The agent's actions depend on:

e prior knowledge about the agent and the environment
¢ history of interaction with the environment, which is
composed of
— stimuli received from the current environment, which can
iNnclude observations about the environment, as well as actions
Actions that the environment imposes on the agent and
- — past experiences of previous actions and stimuli, or other
T data, from which it can leamn

e goals that it must try to achieve or preferences over states of
the world

e abilities, the primitive actions the agent is capable of carrying
out.

Goals/Preferences

Prior Knowledge

Stimuli

”~

Past Experiences ¢_

An agent as an input-output system



Types of agents

e Reactive agent: when triggered by a particular stimuli, executes a specitied action

e Rational agent: choices are made to advance a goal

* Intelligent agent: Is rational and can adapt to an environment = can learn 1o do
oetter

o Computational agent: uses computation to agent

e Embodied agent: another word for robot
o Software agent: no body, just code

e Autonomous agent: can operate without human oversight and control for some
period of time



Multi Agent Systems

* How to solve problems In an environment, alone or in team

* HOW tO reason when your choices and outcomes can depend on other
agents”

e Analysis of events when multiple agents interact (by simulation)



