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Abstract. An agent intends g if it has chosen to pursue goal g and it has com-
mitted itself to pursuing it. How do groups decide which is their goal? Social
epistemology gives us two views on collective attitudes: according to the sum-
mative approach, a group has attitude p if all or most of the group members have
the attitude p; according to the non-summative approach, for a group to have atti-
tude p it is required that the members together agree that they have attitude p. The
summative approach is used extensively in multi agent systems. We propose a for-
malization of non-summative group intentions, using social choice to determine
the group goals. We use judgment aggregation as a decision-making mechanism
and a multi-modal multi-agent logic to represent the collective attitudes, as well
as the commitment and revision strategies for the groups intentions.

1 Introduction

Within the context of multi-agent systems, the concept of collective intentions is stud-
ied and formalized in (Chapter 3, [7]) and also in [12, 15, 32]. All of these theories and
formalizations use the summative approach to define group beliefs and goals: a group
has attitude p if all or most of the group members have the attitude p [8, 13,23]. Alter-
natively, collective attitudes can be dened using the non-summative approach: a group
has an attitude p if the members together agree that they have that attitude p. To the
best of our knowledge, there is no formalization of non-summative collective attitudes
within multi agent systems. We consider the following research question:

How can a group agree on what to believe, pursue and what to intend?

This paper summarizes our initial efforts towards formalizing non-summative group
intentions using the conceptualizations proposed by Gilbert [8—11].

How can a group decide which goals to pursue? A rational agent makes decisions
based on what he believes, what he knows and what he desires. Each group member can
expresses whether he is for or against the group needing to achieve a given goal. He can
rationalizes this view by expressing opinions on relevant reasons that justify his goal
opinion. To reach non-summative group attitudes, a group can use a decision making
mechanism that aggregates the members opinions to produce the group agreement of
what to believe and, based on those beliefs, which goals to pursue. A group that jointly
decided on a course of action is jointly committed to uphold that decision [10].

One of the roles of intentions is to “persist long enough, according to a reconsid-
eration strategy and intentions influence beliefs upon which future practical reasoning
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is based” (Chapter 3, [7]). Thus, a formalization of group intentions should be com-
pleted with a formalization of group intention persistence and a consideration of group
intentions reconsideration strategies.

Our research question breaks down to the following sub-questions:

1. How to aggregate the individual opinions into group beliefs and goals?

2. How to represent individual opinions and non-summative group attitudes?

3. How can groups persist in their intentions?

4. How can groups reconsider their attitudes?

We need a mechanism for generating group beliefs and goals that aggregates in-
dividual opinions into collective attitudes, as studied in voting, merging and judgment
aggregation [3, 16, 17]. We find the use of judgment aggregation is the most adequate.

The relation between individual goals and beliefs can be specified and analyzed in
modal agent logics like BD Iy, [27]. The challenge is to find an adequate representa-
tion for the individual opinions and the non-summative beliefs, goals and intentions into
multi agent logic. We give an extension logic AGE 1y, that fuses existing modal logics
to provide the adequate modalities. We use this logic to represent the group intention
and reconsideration strategies.

We require that the group has a set of candidate group goals, a relevance order
over this set, as well as a set of decision rules, one for each candidate goal, in the
form of logic formulas, that express what is the relation between a goal and a given
set of reasons. The members are required to have the ability to form and communicate
“yes” or “no” opinions regarding a candidate and associated reasons. There are two
modes of communicating the individual judgments: a centralized and a decentralized
mode. In the decentralized mode, every individual judgment is communicated to all
the agents in the group. Each agent then aggregates the individual judgments using
the known mechanism and generates the group beliefs, goals and thus intentions. In
the centralized mode, one of the members acts as an administrator for the group. All
individual judgments are sent to the administrator who aggregates them and notifies the
rest of the members what are the group beliefs and goals.

We assume that all members are aware of the judgment aggregation mechanism
(and possibly tie breaking rule), the commitment and the revision strategy that are in
use. We also assume that group membership does not change; neither does the ag-
gregation mechanism, the commitment and revision strategy for each goal. The group
members can communicate with each other. We further assume that all members accept
the decision rules and give opinions that are logically consistent with them. Lastly, we
assume that each agent is able to revise his individual judgments, on a given goal and
reasons, with given information.

The generation and revision of decision rules is outside of the scope of this paper.
The agents of the group may have individual goals in addition to the group ones. It is
not a requirement that the group attitudes are decomposable to individual ones.

The layout of the paper is as follows. In Section 2 we discuss show how to choose
group goals. We first discuss the non-summative view on collective attitudes. We then
extend BDIyrr with the necessary modalities for representing the non-summative
group attitudes and the concepts from judgment aggregation. We introduce a judgment
aggregation framework using this logic extension and show how it can be used. Sec-



tions 3 and 4 respectively study the commitment and reconsideration strategies. Related
work, conclusions and outlines for future work are in Section 5.

Cohen and Levesque, in their seminal paper [5], proclaimed that intentions are
choice (of a goal) with commitment. Judgment aggregation is a social choice mech-
anism. Following the intuition of Cohen and Levesque, (a non-summative) group inten-
tion is (a group goal determined by) social choice with commitment.

2 Non-summative group attitudes obtained by judgment
aggregation
First we discuss how non-summative goals and beliefs are determined and than intro-

duce the logic AGEr; which is used for representing these attitudes. The formal
model of judgment aggregation, using this logic, is given in Section 2.3.

2.1 From individual opinions to group attitudes
Let us consider the example of a robot cleaning crew.

Example 1. Let C = {w;, w2, ws} be a crew of cleaning robots. We denote the group
goal to clean the meeting room with g;, and the reasons to adopt this goal with: there
are no people in the room (p;), the room is dirty (p2), the garbage bin in it is full (ps3).
The individual beliefs of the robots on whether g; should be the group goal are justified
by individual beliefs on p1, pa, p3 using the decision rule (p; A (p2 v p3)) < ¢1.

Unlike the joint intention of, for example Dunin-Keplicz and Verbrugge [7], our
group intention is not necessarily decomposable to individual intentions: “an adequate
account of shared intention is such that it is not necessarily the case that for every shared
intention, on that account, there be correlative personal intentions of the individual par-
ties” (pg.172, [11]). Assume that robot w; in Example 1 is a mopper, the robot ws is a
garbage collector and the robot w3 sprays adequate cleaning chemicals. It can be that
the individual goals of w; and wy are to clean the room. The goal of w3 may be others,
but the group agreed to pursue g; and he, being committed to g; as part of the group
will spray the cleaner as an act towards accomplishing g .

We formalize only goals that can be achieved by the group as whole. Whether these
goals can be achieved by joint actions or by a combination of individual actions is of
no concern. We define a group intention to be the goal that the members agreed on, and
hence are committed to, pursuing.

The robots in Example 1 can disagree on various issues when reaching a decision for
a group goal. Assume that one robot believes the room is occupied and thus, according
to it, the group should not pursue g;. According to the other two robots, the group
should pursue g;. The second robot is of the opinion that the garbage bin is full and
the floor is clean, while the third believes that the floor is dirty. According to the non-
summative view of collective beliefs, a group believes p if the group members together
agree that as a group they believe p. The question is how should the beliefs of the robots
be aggregated to reach an agreement.

The problem of aggregating individual “yes” or “no” opinions, a.k.a. judgments,
over a set of logically related issues is studied by judgment aggregation [17]. Judgment
aggregation is modeled in general logic and it is an abstract framework that allows for
various desirable social properties to be specified.



To use judgment aggregation for aggregating the opinions of the robots, one needs
to represent the individual and collective judgments. A logic of belief-desire-intention
is insufficient to model these doxastic attitudes. According to Gilbert, “it is not logically
sufficient for a group belief that p either that most group members believe that p, or that
there be common knowledge within the group that most members believe that p”(pg.189
[8]). Furthermore, “it is not necessary that any members of the group personally believe
p (pg-191 [8]). Indeed, a w; robots judgment “yes” on —p; is not implied by nor it
implies that robot’s belief B,,, —p;.

Hakli [13] summarizes the difference between beliefs and acceptances as: (1) be-
liefs are involuntary and acceptances are voluntary; (2) beliefs aim at truth and accep-
tances depend on goals; (3) beliefs are shaped by evidence and acceptances need not
be; (4) beliefs are independent of context and acceptances are context-dependant; and
(5) beliefs come in degrees and acceptances are categorical. We find that an individual
judgment is closer to an acceptance than to a belief and therefore represent it with an
acceptance. There is a debate among social epistemologists on whether collective be-
lieves are proper believes or they are in essence acceptances [9, 20, 13]. Since we use
acceptances for individual judgments, we deem most adequate to use acceptances to
represent the collective judgments as well.

The collective acceptances effectively are the agreed upon group goal and group
beliefs. Having group beliefs in support of group goals is in line with Castelfrachi and
Paglieri who argue [2] that the goals should be considered together with their supporting
“belief structure”. In Example 1, the decision rule (p1 A (p2 v p3)) < g1 which
is nothing else but the “belief structure” for g;. We use the group beliefs to define
commitment strategies in Section 3.

2.2 Thelogic AGELTy,

AGE Ty extends BDIyr with the necessary modalities for representing individual
and collective judgments, group goals and also new information that prompts intention
reconsideration.

To model the considered group goals we use a single & modal operator G. Thus
Gy, where g is a propositional formula, is to be interpreted as “g is a group goal”.
Since we are interested in modeling the change upon new information, we also need to
model these observations of new information. To this end we add the K modal operator
FE, reading E¢ as “it is observed that ¢”.

To model the individual and collective judgments we use the modal operator of
acceptance Ag, where S is a subset of some set of agents V. Ag¢ allows us to represent
both individual judgments, S = {i}, for i € N and collective judgments with S = N.
Positive and negative introspection holds for Ag: if a group accepts p, then all the
members accept that the group accepts p; also, if a group does not accept p, then all
the members of the group accept that the group does not accept p. Our operator Ag
is inspired by the operator of the acceptance logic of Lorini et al [19]. The important
difference is that we do not require that the group’s acceptance of p entails that all the
members accept p, a property of non-summative collective belief indicated by Gilbert in
[8]. The opposite, all the agents accepting p implies that the group accepts p, we ensure
via the judgment aggregation mechanism.



We use the linear temporal logic to model the change of group attitudes. By using
LTL we do not need to distinguish between path formulas and state formulas. Just as
in BDI; 5, we are able to quantify over traces, using, for example, E[]—¢ to denote
that ¢ is observed to be impossible.

The syntax of AGE 1y, is presented in Definition 1. The semantics is as that for
BDIyrr, proposed by Schield [27].

Definition 1 (Syntax). Let Agt be a non-empty set of agents, with S S Agt, and L p be
a set of atomic propositions. The admissible formulae of AG Eyare formulae 1,1
and g of languages Lprop, Lo and L ag, .., correspondingly:

Yo = p | (Yo A o) | =0

Y1 == o | Gbo

Vo =g | Asihr | Ea | Xapa | (¢2U)

where p ranges over Lp and S over 249t Moreover, Op = TU, o = —O—¢, and
PR = —(—opU—¢"). X, U and R are standard operators of LT L.

We define the intention of the group of agents S to be their acceptance of a goal,
where S ranges over 249¢ as

Istp =qep AsGrp.

AGEp 7y is a fusion of four modal logics and as such inherits their decidability
properties [31]. The four modal logics are: two K -modal logics [4], the logic of accep-
tance [19] and the linear temporal logic [22].

2.3 The judgment aggregation framework

Our judgment aggregation model in AGE 1y, follows the judgment aggregation (JA)
model in general logics of Dietrich [6]. For a general overview of JA see [17].

We presume that all the goals which the group considers to adopt are given in a set
of candidate group goals G = {Gg | g € Lprop}. The decision problem in judgment
aggregation, in our case choosing or not a given group goal, is specified by an agenda.
An agenda is a pre-defined consistent set of formulas, each representing an issue on
which an agent casts his judgments. An agenda is truth-functional if it can be partitioned
into premises and conclusions. In our case, the agendas consists of one conclusion,
which is the group goal g € G being considered. The relevant reasons for this group
goal are premises.

Thus, an agenda A € Lg is a consistent set such that A = AP U A°, where
AP € Loyrop, A° S L and AP 1 A° = .

For a given agenda A, each agent in the group N expresses his judgments by
accepting (or not) the agenda issues. Given a set of agent names N and an agenda
A, for each issue a € A the individual judgment of agent ¢ € N is one element
of the set {Ag;a, Ay —a, }. The collective judgment of N is one element of the set
{ANCL, AN—'CL, }

The formula Ag;ya is interpreted as agent 7 judges a to be true, while the formula
Agiy—a is interpreted as agent ¢ judges a to be false. In theory, the agents can also
express the judgment that they do not know how to judge a via the formula —Agya A
— Ay —a. In the scenarios we consider, for simplicity, we do not allow the agents to be
unopinionated, thus a judgment —A;,a is taken to be the same as judgment A, —a.



The goal and the reasons are logically related. These relations are represented by the
decisions rules. In our model, we assume that the decision rules are a set of formulas
R € L¢. For each goal Gg € G there is, provided together with the agenda, a set
of decision rules R, & 'R. The decision rules contain all the constraints which the
agent should observe when casting judgments. These constraints contain three types of
information: rules describing how the goal depends on the reasons (justification rules
R;“St), rules describing the constraints of the world inhabited by the agents (domain
knowledge RgD K and rules that describe how g interacts with other candidate goals of
the group (coordination rules Rg"o’“d). Hence, the decision rules for a group goal g are
Rg — Rjg'ust U RQDK U R;OOTd.

We want the reasons for a goal to rationalize, not only the choice of a goal, but also
its rejection. Having collective justifications for rejecting a goal enables the agents to
re-consider adopting a previously rejected group goal. To this end, we require that the
justification rules have the schema Gg < I', where {Gg} = A; and I' € Lppopisa
formula such that all the non-logical symbols of I" occur in AZ as well.

The agents express their judgments on the agenda issues, but they accept the deci-
sion rules in toto.

Example 2 (Example 1 revisited). Consider the cleaning crew from Example 1. Rgl”t
is (p1 A (p2 v p3) < Ggy and Ay, = {p1,p2,ps, Gg1}. Suppose that the crew has
the following candidate group goals as well: place the furniture in its designated lo-
cation (g2) and collect recyclables from garbage bin (g3). The agendas are A4,, =
{p4, 5,06, 7, G2}, Agy = {p3,Ds,po, Ggs}. The justification rules are RJ'** =
(pa Aps A (ps v pr)) < Ggo and RI*" = (ps A py A p3) < Ggs. The formulas
P4 — po are: the furniture is out of place (p4), the designated location for the furniture
is empty (ps), the furniture has wheels (pg) , the furniture has handles (p7), the agents
can get revenue for recyclables (pg), there is a container for the recyclables (pg).

An example of a domain knowledge could be Rg K = —p, — —ps, since it can not
happen that the designated location for the furniture is empty while the furniture is not
out of place. Group goal Gg¢s can be pursued at the same time as Gg;, however, Ggo
can only be pursued alone. Thus the coordination rule for all three goals is

Rigord = Regord = oo = ((Gga A —~(Gor v Ggs)) v =Ggs).

The sets of individual judgments are only admissible if they satisfy certain con-
ditions. Let ¢ = {Ay@|a@ =aora = —a,a € A} be the set of all judgments from
agents M < N for agenda A. We define the set of accepted decision rules Ry, =
{Apr | v € R}. The set of judgments ¢ is admissible if it satisfies the following condi-
tions: for each a € A, either Aysa € p or Ap;—a € ¢ (completeness), and ¢ UR ps H L
(consistency).

A profile is a set of every judgment rendered for an agenda A by an agent in N.

Definition 2. A profile T is asetm = {Aya|ie N,a=aor €a=—a,a€ A}
We define two operators over profiles:

The judgment set for agent i is Ti>i = {a | Aya € 7.

The set of all the agents who accepted @ is nva = {i | Agya € 7).

A profile is admissible if the judgment set wi>1 is admissible for every i € N.



We introduce the operators [> and V to facilitate the explanation of the aggregation
properties we present in Section 2.4.

In judgment aggregation, the collective judgment set of a group of agents is obtained
by applying a judgment aggregation function to the profile. Judgment aggregation func-
tions are defined in Definition 3.

Definition 3. Let II be the set of all profiles 7 that can be defined for A and N and let
A= Au{—a|ae A}. Ajudgment aggregation function f is a mapping f : I — 9A,

The definition of aggregation function we propose here is identical to that commonly
given in the literature [6, 17], where a judgment aggregation function is defined as
F(Ji,J2,...Jy) = J, with J;, i € N being all the judgment sets of the agents in

N and J € 24, For J; = m>i itholds F(Jy, J, ... Jn) = f(70).
We define the group attitudes regarding a goal g, i.e., the decision, to be the collec-
tive judgment set of the group.

Definition 4. Given a profile 7, for a considered goal g and a judgment aggregation
function f, the group N's decision regarding g is Dy = {Ana | a € f(m)}.

2.4 Desirable judgment aggregation properties for generating group goals

The properties of judgment aggregation (JA) are defined in terms of properties of the
judgment aggregation function. Given a JA function f, we describe the most common
properties found in the literature.

Anonymity. Given a profile 7 € II, let 7 = {#n>>1,...,7>n}, be the multiset of
all the individual judgment sets in 7. Two profiles 7, 7’ € II are permutations of each
other if and only if 7 = 7. f satisfies anonymity if and only if f(7) = f(=’) for all
permutation 7 and 7’.

Unanimity on a € A. f satisfies unanimity on a € A if and only if for every profile
7 € Il itholds: if for all i € N, A;a € w, thena € f(m).

Collective rationality. f satisfies collective rationality if and only if for all 7 € IT,
andagiven R, f(m) U R # L.

Constant. f is constant when there is ¢ € 24 such that for every 7 € II, f(71) = ¢.

Independence. Given A = {a1,...,a,,} and 7w € II, let f1,..., f,, be functions
defined as f;(7Va;) € {a;, —a;}. The JA function f satisfies independence if and only
if there exists a set of functions { f1, . .., fm } suchthat f(7) = {f1(7Va1),... fm(7Vam)}
for each m € I1.

The best known example of a judgment aggregation function that satisfies indepen-
dence is the issue-wise majority function fp,q;, defined as frq;(7) = {f;(7Va;) |
aj € A, fj(mVa;) = a; if |tVa;| = [§], otherwise f;(7Va;} = —a;}. This function
fma; satisfies anonymity, unanimity(on all a € A), completeness, and independence but
it does not satisfy collective rationality, as it can be seen on Figure 1.

All judgement aggregation functions that satisfy anonymity, independence and col-
lective rationality are constant [17]. Two approaches have been proposed to allow non-
constant judgment aggregation: a premise-based, when independence is enforced only
on the premises and a conclusion-based approach, when independence is enforced only
on the conclusions. In the premise based approach, the judgments on each premise are



aggregated individually. The collective judgments on the conclusions are obtained by
extending the collective judgments on the premises into a decision-rule consistent judg-
ment set. Similarly, in the conclusion based approach, the judgments on each conclusion
are aggregated individually and completeness is obtained by extending the so obtained
collective judgments.

The example in Figure 1 illustrates the premise-based and conclusion-baded proce-
dure. As the example here shows, the conclusion-based procedure can produce multiple
collective judgment sets. Multiple sets can be obtained via the premise-based procedure
as well.

T
¥ T
At )P)  Afwry P2 Afw}Ps A{wl}
A} P1 A2 Agw)03| [ Aw)CGID
AfwsfP)  Afws)Pd  Afws)P3| | Afws}To
| 1 l — = =
Conclusion-based

fmaj majority

fnr:'l(?;iste_ba%d {p1:p2,p3,2Go1} | {-p1,p2, 25, ~Gar}, {~p1, P2, 23, ~Car},
) Y 4 {=p1:92, 7p3,7Gg1}, {=p1, =Pz, ~p3, =Gy},
{P1:P2,03,Go1} | f0i (1) UR = L | {p1, ~p2, ~ps, ~Cg1}
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Fig. 1. A profile, issue-wise majority aggregation, premise-based and conclusion-based majority.

The JA function we can use for obtaining group goals should produce decisions
that are complete and it should satisfy collective rationality. If the decision contains
only a group goal acceptance, the group does not know why the goal was (not) adopted
and consequently when to revise it. If the aggregation of an admissible profile is not
consistent with the decision rules, reasons for the group goal would not be generated.

We have to choose between a conclusion-based and a premise-based procedure. In
the profile in Figure 1, a premise-based procedure leads the group to adopt a conclusion
that the majority (or even the unanimity) of the group does not endorse. The conclu-
sion is the goal and a premise-based aggregation may establish a group goal which
none of the agents is interested in pursuing. To avoid this we need to aggregate using
a conclusion-based procedure that satisfies unanimity on Gg. Since we have only one
goal per agenda, we use issue-based majority to aggregate he group goal judgments.

Our decision rules are of the form g « I, hence, there exist profiles for which a
conclusion-based procedure will not produce complete collective set of judgments. The
conclusion-based aggregation can be supplemented with an additional procedure that
completes the produced set of judgments when necessary. Such aggregation procedure
is the complete conclusion-based procedure (CCBP) developed in [21]. This CCBP is
collectively rational.

CCBP produces a unique collective judgment for the goal, but it can generate more
than one set of justifications for it. This is an undesirable, especially if the agents are in
a decentralized communication mode. To deal with ties, as it is the practice with voting
procedures, the group determines a default set of justifications for adopting/rejecting
each candidate goal, by for example, using a lexicographic order. In the centralized
communication mode, the administrator can also break the ties.



The CCBP from [21] also satisfies anonimity. Whether this is a desirable property
for a group of artificial agents depends entirely on whether the group is democratic or
the opinions of some agents are more important. CCBP can be adjusted to take into
consideration different weights on different agents’ judgment sets.

2.5 Generation of group goals

The mental state of the group is determined by the mental states of the members and the
choice of judgment aggregation function. We represent the mental state of the group by
a set y of AGEppy, formulas. The set x contains the set of all candidate goals for the
group G © L¢/Lprop and, for each Gg € G, the corresponding decision rules R, as
well as the individual and collective acceptances made in the group regarding agenda
Ag. The set x is common knowledge for the group members. An agent uses x when it
acts as a group member and its own beliefs and goals when it acts as an individual.

To deal with multiple, possibly mutually inconsistent goals, the group has a priority
order X, over the group goals G c x. To avoid overburdening the language with a >,
operator, we incorporate the priority order within the decision rules R{;‘St =TI; & Gg,.
We want the decision rules to capture that if Gg; is not consistent (according to the
coordination rules) with some higher priority goals Ggz, . .., Ggp,, then the group can
accept Gig; if and only if none of Ggy,...,Gg,, is accepted. Hence, we replace the
justification rule R} € x with R/ = (I A A\J'(AN—Gygj)) < Ggi, where
Gyg; € G, Ggj 2z Gg; and Gg; A Gg; A R;‘i’ord =L

Example 3. Consider the goals and rules of the robot crew C' from Example 2. As-
sume the crew has been given the priority order Gg1 >, Gga2 >, Ggs. x contains:
G = {Gg1,Gga,Gygs}, one background knowledge rule, one coordination rule, three
justification rules, out of which two are new priority modified rules:

{G, —ps = —p5,(Gg2 A =(Gg1 v Gyg3)) v =Ggz, Gg1 < (p1 A (p2 v p3)),

Gga © (pa Aps A (ps v p7) A Ac—Gai1),Ggs < (ps Apg A ps A (Ac—Gga)}.

The agents give their judgments on one agenda after another starting with the agenda
for the highest priority candidate goal. Once the profile 7 and the decision D, for a
goal g are obtained, they are added to x. To avoid the situation in which the group casts
judgments on an issue that has already been decided, we need to remove decided issues
from A, before eliciting the profile for this agenda.

The group goals are generated by executing GenerateGoals(y, V).

function GenerateGoals (y, S):
for each Gg; € Gs.t. [VGg; € G: (Gg; = Ggi) = (ANGgj € x or Any—Ggj € X))
{ Bi=({a| Ayaex}u{a| Ay—aex})nAy;
A; = ‘Agi/B;
g, := elicit(S, A7, X);
= XUy U [}
return x.

GenerateGoals does not violate the candidate goal preference order and it terminates
if elicit terminates. elicit requests the agents to submit complete judgment sets for
g, C Xx. We require that elicit is such that for all returned 7 it holds: x U f(m)) ¥ L



and y u m>i B L for every ¢ € N. When a higher priority goal Gg; is accepted by
the group, a lower priority incompatible goal Gg; cannot be adopted regardless of the
judgments on the issues in A,,. Nevertheless, although elicit will provide individual
judgments for the agenda A, If the acceptance of Gg; is reconsidered, we can obtain
anew decision on Gg; because the profile for Gg; is available.

3 Commitment strategies

The group can choose to reconsider the group goal in presence of new information —
“a joint commitment must be ferminated jointly” (pg. 143, [10]). Whether the group
chooses to reconsider depends on how committed it is to the group intention corre-
sponding to that goal. We defined the group intention to be Ip;g = Ap Gy, i.e. the
decision to accept g as the group goal. The level of persistence of a group in their col-
lective decision depends on the choice of commitment strategy.

These are the three main commitment strategies (introduced by Rao and Georgeff [24]):
Blind commitment: I;g — (I;gUB,g)

Single-minded commitment: I;g — (I;gU(B;g v Bi[1—g))
Open-minded commitment: I;g — (I;gU(B;g v —G,g))

These commitment strategies only consider the relation between the intention and
the beliefs regarding g and Gg. In our model of group intentions, a commitment is to a
goal acceptance. This enables intention reconsideration upon new information on either
one of the agenda issues in A, as well as on a higher priority goal.

The strength of our framework is exhibited in its ability to describe the groups’ com-
mitment not only to its decision to adopt a goal, but also to its decision to reject a goal.
Namely, if the agents decided Irg; and Ay —Ggj, they are committed to both 17 g;
and A \y—Gg;. Commitment to reject g allows for g to be reconsidered and eventually
adopted if the state of the world changes.

Let N be a set of agents with a set of candidate goals G. Let Gg;,Gg; € G have
agendas Ay, A,,. Weuse p € .A and g; € A G € .A . The profiles and decisions
are mg, and f(my,); Gg; > Gg;, and Gg; cannot be pursued at the same time as Gg;.

We use the formulas (o ) — (a5 ) to refine the blind, single-minded and open-minded
commitment. Instead of the until, we use the temporal operator release: Y R ¢ =
—(—1) U —¢), meaning that ¢ has to be true until and including the point where 1)
first becomes true; if 1) never becomes true, ¢ must remain true forever. Unlike the until
operator, the release operator does not guarantee that the right hand-side formula will
ever become true, which in our case translates to the fact that an agent could be forever
committed to a goal.

(a1) Eg; RIng;

(a2) LR An—Gy;

(a3) (EO~g: v Egi) R Apng
(aq) An—q; RANG

(as5) Ayp — (E-pR Apnaq;)

Blind commitment: o7 A ao.

Only the observation that the goal is achieved (Fg;) can release the intention to achieve
the goal Ip;g;. If the goal is never achieved, the group will always be committed to it.
If a goal is not accepted, then the agents will not reconsider accepting it.



Single-minded commitment: az;.
Only new information on the goal (either that the goal is achieved or had become im-
possible) can release the decision of the group to adopt /reject the goal. Hence, new
information is only regarded if it concerns the conclusion, while information on the
remaining agenda items is ignored.

Extended single-minded commitment: oz A 4.
Not only new information on (Gg;, but also the collective acceptance to adopt a more
important incompatible goal G'g; can release the intention of the group to achieve G'g;.
Similarly, if G'g; is not accepted, the non-acceptance can be revised, not only if Gg; is
observed to be impossible or achieved, but also when the commitment to pursue Gg; is
dropped (for whatever reason).

Open-minded commitment: a3 A as.
A group will maintain its collective acceptances to adopt or reject a goal as long as
the new information regarding all collectively accepted agenda items is consistent with
f(mq,).

Extended open-minded commitment: oz A ay A as.
Extending on the single-minded commitment, a change in intention to pursue a higher
priority goal Gig; can also release the acceptance of the group on Gg;.

Once an intention is dropped, a group may need to reconsider its collective accep-
tances. This may cause for the dropped goal to be re-affirmed, but a reconsideration
process will be invoked nevertheless.

4 Reconsideration of group attitudes

In Section 2.5 we defined the mental state of the group x. We can now define what it
means for a group to be coherent.

Definition 5 (Group coherence). Given a Kripke structure M and situations s € W,
a group of N agents is coherent if the following conditions are met:

(p1): M = —(Asa A Ag—a) for any S < N and any a € A,.

(p2): If M, s |= x then x ¥ L.

(p3): M,s E NG — —O—g forall Gg € G.

(ps): Let Gg€ G and G' = G/{Gg}, then M |= (A G A E0—g) — X(—Gyg).

(ps): Letp € A} and q € {Gg, —~Gg}. Ep A (EpR Anq) — XAND

The first condition ensures that no contradictory judgments are given. The second con-
dition ensures that the mental state of the group is logically consistent in all situations.
The third and fourth conditions ensure that impossible goals cannot be part of the set of
candidate goals and if g is observed to be impossible in situation s, then it will be re-
moved from G in the next situation. p5 enforces the acceptance of the new information
on the group level, when the commitment strategy so allows — after a is observed and
that led the group to de-commit from g, the group necessarily accepts a.

A coherent group accepts the observed new information on a premise. This may
cause the collective acceptances to be inconsistent with the justification rules. Conse-
quently, the decisions and/or the profiles in x need to be changed in to ensure that p;
and po are satisfied. If, however [J—g or g is observed, the group reconsiders y by
removing G¢g from G. In this case, the decisions and profiles are not changed.



For simplicity, at present we work with a world in which the agents’ knowledge can
only increase, namely the observed information is not a fluent. A few more conditions
need to be added to the definition of group coherence, for our model to be able to be
applicable to fluents. E.g., we need to define which observation is accepted when two
subsequent contradictory observations happen.

4.1 Reconsideration strategies

For the group to be coherent at all situations, the acceptances regarding the group goals
need to be reconsidered after de-commitment. Let D, < x contain the group accep-
tances for a goal g, while 7, C x contain the profile for g. There are two basic ways
in which a collective judgment set can be reconsidered. The first way is to elicit a new
profile for g and apply judgment aggregation to it to obtain the reconsidered Dj. The
second is to reconsider only D, without re-eliciting individual judgments. The first
approach requires communication among agents. The second approach can be done
by each agent reconsidering y by herself. We identify three reconsideration strategies
available to the agents. The strategies are ordered from the least to the most demanding
in terms of agent communication.

Decision reconsideration (D-r). Assume that Fa, a € ﬂz, g € {Gg,—Gg} and the
group de-commited from A nrq. The reconsidered decision Dj is such that a is ac-
cepted, i.e., A Na € D;", and the entire decision is consistent with the justification
rules, namely jo ust Dy t# L. If the D-r specifies an unique D}, for any observed
information and any D, then x can be reconsidered without any communication among
the agents. Given the form of jo ust (see Section 2.5), this will always be the case.

However, D-r is not always an option when the de-commitment occurred due to a
change in collective acceptance of a higher priority goal ¢’. Let ¢ € {Gg’',—Gg'}.
Let the new acceptance be Ap—q’. D-r is possible if and only if D = D, and
jo”t u Dy, u {AN—¢'} ¥ L. Recall that Aprg’ was not in A, and as such
the acceptance of ¢’ or —¢’ is never in the decision for 7.

Partial reconsideration of the profile (Partial 7v-r). Assume that Fa, a € Zg, Gg e
G. Not only the group, but also the individual agents need to accept a. The Partial
m-r asks for new individual judgments be elicited. This is done to ensure the logical
consistency of the individual judgment sets with the observations. New judgments are
only elicited from the agents ¢ which A;—a.

Let W < N be the subset of agents i s.t. Ag;3—a € x. Agents 7 are s.t. Agya € x
when the observation is EF—a. Let ng C w4 be the set of all acceptances made by
agents in W. We construct ' = x/ W;/V. The new profile and decision are obtained by
executing GenerateGoals (x', W).

Example 4. Consider Example 2. Assume that D,, = {Acp1, Ac—p2, Acps, AcGg1},
Dy, = {Acps, Acps, Acpe, Acpr, Ac—Gga} and Dy, = {Acps, Acpo, AcGgs}
are the group’s decisions. Assume the group de-commits on Gg;because of E—ps. If
the group is committed to G'g3, the commitment on G'gz will not allow for A prps3 to be
modified when reconsidering Gg;. Since A prp3 exists in X', p3 will be excluded from
the (new) agenda for g;, although it was originally in it. elicit calls only on the agents
in W to complete 7,4, € x’ with their judgment sets.



Full profile reconsideration (7-r). The full profile reconsideration is the same with

the partial reconsiderations in all respects except one — now W = NN. Namely, within
the full profile revision strategy, each agent is asked to revise his judgment set by ac-
cepting the new information, regardless of whether he had already accepted it.

4.2 Combining revision and commitment strategies

Unlike the Rao and Georgeff commitment strategies [24], in our framework the com-
mitment strategies are not axioms of the logic. We require that the commitment strategy
is valid in all the models of the group and not in all the models of AGE . This allows
the group to define different commitment strategies and different revision strategies for
different goals. It might even choose to revise differently depending on which informa-
tion triggered the revision. Choosing different revision strategies for each goal, or each
type of new information, should not undermine the coherence of the group record .
The conditions of group coherence of the group ensures that after every reconsideration
x must remain consistent. However, some combinations of commitment strategies can
lead to incoherence of .

Example 5. Consider the decisions in Example 4 . Assume that initially the group chose
open-minded commitment for I-g; and blind commitment for g3, with goal open-
minded commitment for Ac—Ggs. If Eg; and thus I ¢g; is dropped, then the extended
open-minded commitment would allow Ac—Ggs to be reconsidered and eventually
I gs established. However, since the group is blindly committed to /g3, this change
will not cause reconsideration and as a result both /gy and I g3 will be in y thus
making 7y incoherent.

Problems arise when sub(R5“*") nsub(RE/“*") # &, where sub(R%7"*") denotes the
set of atomic sub-formulas of some goal g and Gg;, Gg; € G. Proposition 1 summarizes
under which conditions these problems are avoided.

Proposition 1. Let o/ and o be the commitment strategies selected for g; and g; cor-
respondingly. x u o' U " ¥ L (in all situations):

a) if g € sub(RE/“) n sub(REI“') and p € Ay, 0 Ag,, then as is either in both o
and o or in none;

b) if Gg; is more important than Gg; while Gg; and Gg; cannot be accepted at the
same time, then cy € .

Proof. The proofis straightforward. Namely, if the change in the group (non)acceptance
of Gg; causes the ApnGg; to induce group incoherence, we are able to de-comit from
ApNGygj. If we were not able to de-comit from A Ny G g; then group coherence is blocked.
If the change in the group (non)acceptance of Gg; is caused by an observation on a
premise p € Ay, 0 Ay, then condition a) ensures that the commitment to ApnGg;
does not block group coherence. If the change on ApnGgj is caused by a change in
commitment to a higher priority goal the condition b) ensures that a commitment re-
garding G g; does not block group coherence. Condition b) allows only “goal sensitive”
commitments to be selected for lower level goals.

5 Conclusions
We present a formalization of non-summative beliefs, goals and intentions in AGE 1,
and show how they can be generated using judgment aggregation. Our multi-agent



AGE 71 logic extends BDIp 7. In accordance with the non-summative view, having
a group intention Iyg in our framework does not imply I;;,g for each the member <.
We extend the commitment strategies of Rao and Georgeff [24] to increase the reactiv-
ity of the group to new information. The commitment strategies are not axioms of the
representation logic; instead they are a property of a group. We show how the group can
combine different levels of commitment to different goals.

Our framework is intended for groups that engage in joint activity and it is applica-
ble when it cannot be assumed that the agents persuade each other on a single position
and goal, but it is necessary anyway that the group presents itself as a single whole from
the point of view of beliefs and goals. The requirement that the group presents itself as
a rational entity that has goals justified by the beliefs it holds, and is able to revise these
goals under the light of new information, was held by Tuomela [28] and adopted in
agent theory by Boella and van der Torre [1] and Lorini [18]. The proposal of the paper
can be applied, for example, in an opensource project, where several people have to
discuss online to agree on which is their position on issues and which is their goal.

We assume that the group has an order of importance for its candidate goals. Al-
ternatively, the group can also agree on this order by expressing individual preferences.
Uckelman and Endriss [29] show how individual (cardinal) preferences over goals can
be aggregated. In [30] the reconsideration of individual intentions and associated plans
is considered. Intentions and their role in deliberation for individual agents have been
studied in a game theoretic framework by Roy [25,26]. Icard et al. [14] consider the
joint revision of individual attitudes, with the revision of beliefs triggering intention
revision.

In our framework, the entire group observes the new information. In the future we
intend to explore the case when only some members of the group observe the new
information. Given that the group attitudes are established by an aggregation procedure
that is, as almost all but the most trivial procedures, manipulable, we intend to explore
whether an agent can have the incentive to behave strategically in rendering judgments.
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