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While we all are affected, or will be, by algorithms, some of us are more 

vulnerable than others to biased data and unfair AI. Is a focus on unbiased 

data and fair AI the solution? Is there a universal understanding of fairness? 

Are there sources of neutral data or can we make existing data sets 

unbiased? If we answer ‘yes’ on these questions, does it mean that AI can 

be neutral? In this lecture we will engage with  the understanding that 

technology is not neutral and explore what this means for working towards 

unbiased data and fair AI. 

More a proposal than an abstract …
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[The] concept of imagined objectivity emphasizes 

the role that cultural assumptions and personal 

preconceptions play in upholding this false belief: 

one imagines (wrongly) that datasets and algorithms 

are less partial and less discriminatory than people 

and thus more “objective.”
(Ruha Benjamin in D’Ignazio & Klein, 2020)



5Relationship technology - society

Society Technology

SocietyTechnology



6Sociotechnical perspective

Society Technology

SocietyTechnology

Imagined 
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perspective
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Source: https://youtu.be/TWWsW1w-BVo

Gender Shades
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Taken at face value, gender classification accuracies ranging from 87.9% to 93.7% on the PPB 
dataset, suggest that these classifiers can be used for all populations represented by the 
benchmark. A company might justify the market readiness of a classifier by presenting 
performance results in aggregate (Buolamwini & Gebru, 2018). 

Aggregation bias
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Yet a gender and phenotypic breakdown of the results shows that performance differs 
substantially for distinct sub-groups. Classification is 8.1% − 20.6% worse on female than 
male subjects and 11.8% − 19.2% worse on darker than lighter subjects (Buolamwini & 
Gebry, 2018).

Intersectional bias



10Intersectionality

Kimberlé Crenshaw, law professor at Columbia and UCLA 
coined the term intersectionality 30 years ago to describe 
the way people’s social identities can overlap:

“It’s basically a lens, a prism, for seeing the way in which 
various forms of inequality often operate together and 
exacerbate each other. We tend to talk about race 
inequality as separate from inequality based on gender, 
class, sexuality or immigrant status. What’s often missing 
is how some people are subject to all of these, and the 
experience is not just the sum of its parts.”

https://time.com/5786710/kimberle-crenshaw-intersectionality/



11Intersectionality

The intersectional error analysis that targets gender classification performance on 
darker female, lighter female, darker male, and lighter male subgroups provides more 
answers. Darker females have the highest error rates for all gender classifiers ranging 
from 20.8% − 34.7% (Buolamwini & Gebru, 2018). 



12Intersectionality

“In fact, as we tested women with darker and darker skin, the chances of 
being correctly gendered came close to a coin toss”.  Bulamwini in Gender 
Shades (https://youtu.be/TWWsW1w-BVo)



13Unfair or flawed AI

Buolamwini & Gebru, 2018)



14Unfair or flawed AI

Buolamwini & Gebru, 2018)
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(Suresh, 2019; Suresh & Guttag, 2021)

Biased Data



16Biased Data

(Suresh, 2019; Suresh & Guttag, 2021)



17Biased Data

(Suresh, 2019; Suresh & Guttag, 2021)



18Socio-technical typology of bias

Lopez, Paola (2021). Bias does not equal bias: A socio-technical typology of bias in data-based algorithmic systems



19Socio-technical typology of bias

o Technical bias: Any kind of technical or conceptual mis-
measurement and misconception

o Socio-technical bias: A discrepancy between what is to be 
represented and what is being represented, and this discrepancy 
is a direct result of structural inequalities. 

o Societal bias: Arise when structural inequalities are reflected in 
the respective data, albeit correctly. 

Lopez, 2021



20Technical bias
o Any kind of technical or conceptual mis-measurement and 

misconception

Lopez, 2021



21Technical bias
o Any kind of technical or conceptual mis-measurement and 

misconception



22Socio-technical bias

o A discrepancy between what is to be represented and what is 
being represented, and this discrepancy is a direct result of 
structural inequalities. 

Lopez, 2021



23



24Socio-technical bias

Buolamwini & Gebru, 2018)



25Socio-technical bias



26Societal bias

o Societal bias: When structural inequalities are reflected in the 
respective data, albeit correctly. 

Lopez, 2021



27Can biases be fixed?

An algorithmic system built on a 
perfect datafication can reinforce 
inequalities – depending on its 
context of use. 

o Healthcare 

o Preventive policing

o Austrian Social Services

(Lopez, 2021)



28Societal bias

o Societal bias: When structural inequalities are reflected in the 
respective data, albeit correctly. 

Lopez, 2021



29Context of use …

D’Ignazio & Klein, 2020



30Data ethics

“Addressing bias in a dataset is a tiny 
technological Band-Aid for a much larger 
problem. Even the values mentioned here, 
which seek to address instances of bias in 
data-driven systems, are themselves non-
neutral, as they locate the source of the bias in 
individual people and specific design 
decisions. So how might we develop a practice 
that results in data-driven systems that 
challenge power at its source?
(D’Ignazio & Klein, 2020)

Society Technology



31From data ethics to data justice

SocietyTechnology
D’Ignazio & Klein, 2020



32Unbiased data? Fair AI?

o Bias – Oppression

While bias remains a serious problem, it should not be viewed as something 
that can be fixed after the fact. Instead, we must look to understand and 
design systems that address the source of the bias: structural oppression. 
Starting from the assumption that oppression is the problem, not bias, leads 
to fundamentally different decisions about what to work on, who to work with, 
and when to stand up and say that a problem cannot and should not be solved 
by data and technology.

o Fairness – Equity

Working toward a world in which everyone is treated equitably, not equally, 
means taking into account these present power differentials and distributing 
(or redistributing) resources accordingly. Equity is much harder to model 
computationally than equality—as it needs to take time, history, and 
differential power into account—but it is not impossible.

D’Ignazio & Klein, 2020



33Sociotechnical perspective

o Un/biased data
o Un/fair AI

Sociotechnical 
perspective

Society Technology
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o Examine power: Data feminism begins by analyzing how power operates in the world

o Challenge power: Data feminism commits to challenging unequal power structures and 
working towards justice

o Rethink binaries and hierarchies: Data feminism teaches us to value multiple forms of 
knowledge, including the knowledge that comes from people as living, feeling bodies in 
the world

o Elevate emotion and embodiment: Data feminism requires us to challenge the gender 
binary, along with other systems of counting and classification that perpetuate oppression 

o Embrace pluralism: Data feminism insists that the most complete knowledge comes from 
synthesizing multiple perspectives, with priority given to local, Indigenous, and 
experimental ways of knowing

o Consider context: Data feminism asserts that data are not neutral or objective. They are 
the products of unequal social relations, and this context is essential for conducting 
accurate, ethical analysis

o Make labor visible: The work of data science, like all the work in the world, is the work of 
many hands. Data feminism makes this labor visible so that it can be recognized and 
valued

7 Principles of Data Feminism

D’Ignazio & Klein, 2020



35Thank you!
Good luck with your 

research projects!
m a j a v a @ i f i . u i o . n o
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